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Abstract

The proliferation of handheld devices with the support of multiple interfaces makes it a common requirement of users to have access to multiple access networks simultaneously in order to obtain increased performance. Aggregating bandwidth of two or more Internet connections makes Internet applications to use the total available bandwidth in order to increase the goodput and reliability with link redundancy. In this paper, a Bandwidth Aggregation System (BAS) along with its implementation is discussed. Moreover a queuing theory based analytical model to derive the performance for aggregating bandwidth using multiple available interfaces for TCP connections is presented.

Next, that model has been used to derive an expression for average data transmission rate when BAS is being used. In the end the performance of the model is validated by simulating the BAS and comparing the model predicted results with the experimental results. The comparison shows excellent agreement.
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1. Introduction

The growth of Internet in recent years has proved to be a major driving force towards the tremendous increase in various wireless technologies to access the Internet. These technologies include GPRS, EDGE, CDMA2000, IEEE 802.11, UMTS etc. With the increasing demand of the users and the availability of service providers using different wireless technologies gives a push to the mobile devices manufacturers to make such devices which are equipped with more than one interface. It is now common that modern mobile terminals possess multiple network interfaces such as WLAN, Ethernet, GPRS, and optionally WiMax interfaces. In literature several architectures and protocols [1][2] are available which exploit the use of multiple interfaces in such 4G heterogeneous network environment. Most of the protocols are confined to propose the solution for vertical handovers and very few proposes the mechanism for BAS for example [1][3][4]. Bandwidth Aggregation is a technique through which users can accumulate the available bandwidth of the multiple available networks in order to increase the throughput and improved quality of experience (QoE). So for various solutions have been provided to handle the data stripping for bandwidth aggregation. These solutions can be categorized according to the layer of TCP/IP protocol stack on which these solutions operate. Providing the BAS service at transport layer neither need any changes in the existing protocol stack nor require any extra entity in the network thus providing application transparency.

The services offered by different wireless technologies such as data rate, QoS, pricing, coverage etc. are widely different to each other. The user has its own priorities to choose one or more network interfaces based upon the offered services. A BAS takes data from application, store it in its own buffers, strip it for multiple available networks according to the user preferences and send to the destination using multiple network interfaces. For sending data on multiple interfaces, BAS needs to create multiple TCP connections over each link with the destination counterpart of BAS. Each send buffer of TCP connection and one send buffer of BAS cumulatively represents the system as a network of queues in which data arrival rate and departure rate over multiple connections are all time varying.

In this paper, we present an implementation of a Bandwidth Aggregation system and its performance modeling using an analytical queuing model. The rest of the paper is organized as follows. Section 2 presents an overview of BAS and its implementation. In section 3 a survey of existing queuing models for TCP is presented. In section 4 a queuing model is derived from generic models for BAS and certain performance measures are discussed. In section 5 an experimental setup is described. In section 6 the accuracy of the derived queuing model is corroborated comparing the
experiential observations with the model’s predicted values. The paper is concluded in section 7.

2. Bandwidth Aggregation System (BAS)

Consider a scenario in which a user is downloading a 100MB file from a remote server. It takes approximately 14 minutes to complete the download over a link with 1Mbps bandwidth. Now if the user has two distinct links with 1Mbps bandwidth each and download half part of the same 100MB file on each link, the file will be completed in approximately half time. This happens with the help of a BAS. The BAS takes data from the application, append its own header and send to its counterpart at destination node through one of the TCP connections. The BAS header contains an association identifier to represent the association between two hosts and a sequence number. As the data packets of the same connection may reorder while sent over multiple paths due to the variable link characteristics therefore a sequence number at this level is necessary. The association identifier has the role of a de-multiplexer as there may be more than one associations being run on single BAS for multiple applications.

There are two main modules in a BAS as shown in Figure 1. The module that is responsible for data stripping, appending header and sending over different interfaces is called “BAS scheduler”. The BAS scheduler maintains the observed throughput for each connection when sending data so that it can send data to each interface as per its observed throughput in order to avoid head of line blocking problem. There is another module in the system known as “BAS re-assembler”. It is responsible for reception of data, detaching BAS header and passing to the receiving application if data received is in order otherwise it buffers data in it’s receive buffer until it becomes in order. Architecture of a BAS is shown in Figure 1.

The protocol and computational overhead may be negligible because if the BAS is using 64 bit header with 32 bits for association identifier and 32 bits for sequence number field and if the average data size is 2KB then the protocol overhead will just be 0.4%. The BAS architecture presented in this paper is quite a generic architecture and can fit for any kind of protocol with similar objectives.

The advantages of a BAS being deployed above the transport layer and below application layer are that there is no need to re-implement TCP or any other protocol above or below this system. Moreover unlike [5], any extra entity in the network is not required as compared to such systems being deployed at the network layer. The generic architecture presented in this paper also does not require any changes in current socket API for application developers and also it can have support for legacy applications. The BAS described in [6] is also the session layer solution but it requires a new API and consequently could not serve the legacy applications. Although the system presented in [6] has the advantage of selecting the transport layer protocol based upon the application requirements.

The implementation of a BAS is fairly simple. The BAS is implemented by overloading the socket API’s send, connect, listen, accept, send and recv calls. Each send call just write the data into the Main_Send_Buffer if space is available while each recv call just read the data from the head of Main_Recv_Buffer. There are two main threads running in a BAS named as scheduler and re-assembler. Algorithm 1 describes the necessary steps involved in scheduler and Algorithm 2 describes the necessary steps involved in re-assembler. As mentioned earlier that in this paper we are presenting a very generic design of a BAS. The transport layer or session layer
protocols implementing such a system may have their own connection/association establishment and termination procedures. Such types of mechanisms are out of scope of this paper.

3. Existing Queuing Models for TCP

There are numerous models available in the literature to predict the performance of TCP connections. Some of those are based upon queuing theory and some uses Markov Chains. Some of these models use few parameters from the IP networks for example RTT, packet loss ratio etc. as in [8] [9]. Some uses primitive network parameters for example data rates, buffer size, propagation delays etc. as in [10]. There are various approaches to model TCP performance. A detailed discussion on such approaches can be found in [11].

Usually for TCP connections, M/G/∞ queuing model is used because it is assumed that the arrival rate and the service rate remains constant in time when TCP connection is in steady state and theoretically there can be infinite number of servers in the system to serve TCP connections, since there is no limitation on the number of TCP connections in any given state within a system. If we look at the BAS in general as a network of queues then it could be argued that the arrival and departure rates are time varying and also there is finite number of TCP connections under one association. The number of these servers is also a time varying measure. So there are two most appropriate queuing models that may partially fit in this scenario are M(t)/M(c(t)) [12] and M(t)/M(t)/c(t) [13]. In order to allow the arrival and service rates to vary with time, [12] replaced λ (arrival rate) with time varying function λ(t) and [13] replaced μ (service rate) with time varying function μ(t).

4. Proposed Queuing Model

In this paper a simplified and generic queuing model of type (M/M/c):(FCFS/N/∞) is derived. It is assumed that for small intervals of time and in steady TCP conditions, the arrival and departure rates will be time in-varying and both follow the Poison distribution but the departure rate μ will be different for each individual TCP connection. For example in the BAS if two network interfaces are being used for bandwidth aggregation out of which one is of type GPRS, and the other one is of WLAN then the departure rate of GPRS and WLAN will be different. A very generic queuing model of this type is presented in [14]. The model is extended in such a way that the departure rate or service rate μ will be different for each connection instead of same as presented in [14]. Following are the definitions of basic variables being used to model a BAS at an instance of time t. It is assumed that at time instance t, the system will be in steady state:

- \( n \) = number of data packets in the system (in main buffer plus all packets in TCP buffers)
- \( \lambda_n \) = Arrival rate given n packets in the system
- \( \gamma_i \) = Departure Rate of ith connection
- \( \mu_i \) = Cumulative departure rate given n packets in the system. It is the sum of all individual departure rates of c number of connections. It could be defined as:

\[
\mu_n = \sum_{i=1}^{c} \gamma_i \quad 0 \leq n < c
\]

\[
\mu_n = \sum_{i=1}^{c} \gamma_i \quad c \leq n \leq N
\]

As \( N \) is the total number of packets that the system can accommodate therefore when the system approached this limit, it stops receiving more bytes from the application. In this case \( \lambda \) becomes zero. According to [14] \( \lambda_n \) can be defined as:

\[
\lambda_n = \begin{cases} 
\lambda, & 0 \leq n \leq N \\
0, & n > N 
\end{cases}
\]

For the system to work in steady state, following condition must hold:

\[
\rho = \frac{\lambda}{\mu_n} < 1
\]
\[ \rho = \frac{\lambda}{\sum_{i=1}^{\infty} Y_i} \]  
(3)

Let \( p_n \) be the probability that \( n \) packets are in the system then [14] defines it as:

\[ p_n = \left( \frac{\lambda_{n-1} \lambda_{n-2} \lambda_{n-3} \ldots \lambda_0}{\mu n \mu n-1 \mu n-2 \ldots \mu 1} \right) p_0 \]  
(4)

Using equations (1), (2) and (3), \( p_n \) can be written as:

\[ p_n = \left( \frac{\lambda^n}{\prod_{j=1}^{n} [\sum_{i=1}^{j} Y_i]} \right) p_0 \quad \text{for} \quad 0 \leq n < c \]  
(5)

\[ p_n = \left( \frac{\rho^{n-c} \lambda^c}{\prod_{j=1}^{c} [\sum_{i=1}^{j} Y_i]} \right) p_0 \quad \text{for} \quad c \leq n \leq N \]  
(5)

The expression for \( p_0 \) can be derived from \( \sum_{n=0}^{N} p_n = 1 \)

\[ So \quad p_0 = \frac{1}{\sum_{n=0}^{N-1} \left( \frac{\lambda^n}{\prod_{j=1}^{n} [\sum_{i=1}^{j} Y_i]} \right) + \left( \frac{\lambda^c}{\prod_{j=1}^{c} [\sum_{i=1}^{j} Y_i]} \right) \frac{1-p^{N-c} \rho}{1-p} } \]  

Next the most commonly used steady-state measures of performance in a queuing scenario are computed. Let \( N_q \) be the expected number of packets in queue. The packets start being queued in the **Main_data_buffer** when the number of packets in the system becomes more than the total number of packets which could be accommodated in all TCP send buffers. \( N_q \) can be computed as:

\[ N_q = \sum_{n=S+1}^{N} (n - S) p_n \]

\[ = \sum_{n=S+1}^{N} (n - S) \left( \frac{\rho^{n-c} \lambda^c}{\prod_{j=1}^{c} [\sum_{i=1}^{j} Y_i]} \right) p_0 \]  
(6)

Here \( S \) is the total number of packets which could be accommodated in all TCP send buffers. Let \( N_s \) be the expected number of packets in the system that can be derived from \( N_q \) as follows:

\[ N_s = N_q + c \rho \]  
(7)

In order to derive an expression to calculate the average data transmission rate, we need to calculate the expected waiting time in queue, \( W_q \), and expected waiting time in service, \( W_s \). These performance measures could be derived using Little’s law as explained in [14].

\[ W_s = \frac{N_s}{\lambda_{\text{eff}}} \]  
(8)

\[ W_q = \frac{N_q}{\lambda_{\text{eff}}} \]  
(9)

Where \( \lambda_{\text{eff}} \) [14] is the effective arrival rate in the system that may be equal to \( \lambda \) if all packets coming from application could be accommodated in the system and there may occurs a situation when some data packets could not be accommodated in the BAS then \( \lambda > \lambda_{\text{eff}} \). \( \lambda_{\text{eff}} \) can be computed as follows:

\[ \lambda_{\text{eff}} = \lambda - \lambda_{\text{lost}} \]  
(10)

\[ \lambda_{\text{lost}} = \lambda p_N \]

While \( \lambda_{\text{lost}} \) is the rate at which the application tries to send packets but the buffers in the BAS are already full. The packets per unit time average data transmission rate GP can be calculated as follows:

\[ GP = \frac{N_q}{W_s} \]  
(11)

The following sections describe how this model is validated with the actual results.

### 5. Experimental Setup

In order to validate our derived model, NCTUNS 5.0 [15] is used as a network simulator. Figure 2 shows the simulation scenario. In this simulation, a multi-interface mobile node acts as client and communicates with a fixed node acting as TCP server. The link between router (node 2) and fixed node (node 1) is of 10Mbps Ethernet link while the available links from mobile node (node 3) to the router through different access technologies is variable depending upon our scenario as shown in Table 1. A TCP based traffic generator and receiver applications along with BAS support were used on mobile node and fixed node respectively. The traffic generator connects with the receiver through each available interface and starts sending fixed sized packets of 2KB. The generator application uses fixed sized TCP connection send buffer for each connection and each buffer can accommodate maximum of 50 data packets. The main send buffer of BAS can accommodate maximum 150 packets. It means that if there are three number of interfaces being used \( c = 3 \) then the system can accommodate maximum 300 packets so \( N \) will be 300.
6. Model Validation

The graph of our derived probability density function (pdf) for \( n \) number of packets in the system is shown in Figure 3 and its CDF is shown in Figure 4. There are total of six experiments conducted and results are compared with model predicted results. The summary of the experiments and comparison is presented in Table 1. The comparison is also presented in a graph as shown in Figure 5. The duration of each experiment is 100 seconds. The first experiment involved using three interfaces with 638pps (packets per seconds) of data arrival rate, \( \lambda \), from application to BAS and cumulative data departure rate \( \mu_n \) of all three connections as 640pps. In subsequent two experiments, the number of connections is gradually decreased. In the forth experiment, the transmission rate of each connection is decreased to almost half and then results are gathered as show in Table 1. In all six experiments, the observed and predicted values for data transmission rates show an excellent agreement. Here one point is to be noted about the gradual decrease in value of \( \lambda \). As mentioned earlier that for a queuing system to work under steady-state condition, the arrival rate must be kept less than the service rate so that \( \rho = \frac{\lambda}{\mu_n} < 1 \). Therefore the value of \( \lambda \) is kept less than the total departure rate \( \mu_n \). If \( \lambda \) is greater than \( \mu_n \), then value of \( \lambda_{\text{lost}} \) and \( N_q \) increases but the average data transmission rate will always be less than or ideally equal to \( \mu_n \). If \( \lambda \ll \mu_n \) then the \( N_q \) and \( W_q \) becomes negligible because the probability that a packet arrives and found each connection buffer full becomes negligible.

![Figure 2: Simulation Scenario](image)

![Figure 3: The probability density function (pdf) for \( n \) number of packets in the system](image)

![Figure 4: The cumulative distribution function (CDF) for \( n \) number of packets in the system](image)

![Figure 5: Comparison of average data transmission rates](image)

<table>
<thead>
<tr>
<th>C</th>
<th>( \lambda )</th>
<th>( \gamma_1 )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_3 )</th>
<th>( \mu_n )</th>
<th>GP (Analytical)</th>
<th>GP (Experimental)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>638</td>
<td>320</td>
<td>192</td>
<td>128</td>
<td>640</td>
<td>572.74</td>
<td>567</td>
</tr>
<tr>
<td>2</td>
<td>506</td>
<td>320</td>
<td>192</td>
<td>0</td>
<td>512</td>
<td>456.62</td>
<td>453.91</td>
</tr>
<tr>
<td>1</td>
<td>312</td>
<td>320</td>
<td>0</td>
<td>0</td>
<td>320</td>
<td>286.3</td>
<td>283.75</td>
</tr>
<tr>
<td>3</td>
<td>223</td>
<td>128</td>
<td>64</td>
<td>32</td>
<td>224</td>
<td>196.73</td>
<td>197.76</td>
</tr>
<tr>
<td>2</td>
<td>190</td>
<td>128</td>
<td>64</td>
<td>0</td>
<td>192</td>
<td>174.02</td>
<td>169.73</td>
</tr>
<tr>
<td>1</td>
<td>125</td>
<td>128</td>
<td>0</td>
<td>0</td>
<td>128</td>
<td>115.94</td>
<td>113.34</td>
</tr>
</tbody>
</table>

Table 1: Experimental and analytical results
Figure 5 shows three plots. The upper plot illustrates the selected value of cumulative transmission rate of all TCP connections. The two plots in the lower side shows the actual and predicted average data transmission rates. The predicted values were calculated using equation 11. The observed average data transmission rate is the average of transmission rate observed during 100 seconds time period of the experiment. The trend of the plots shows that as the number of connections participating for bandwidth aggregation decreases so does the average transmission rates. This shows the validity of using a BAS in order to improve the throughput. Moreover the predicted or analytical values also decrease as the number of connections decrease.

7. Conclusion

In this paper a generic architecture for a Bandwidth Aggregation System (BAS) along with its implementation is presented. Moreover it is argued that a BAS can be described as a network of queues. Based on this argument a queuing model is derived for the performance evaluation of a BAS. The model is used to derive an expression to predict the average data transmission rate for TCP connection in a BAS under steady-state conditions. In the end the predicted values are validated with the experimental results and found that model’s predicted results and experimental results have an excellent agreement.

Although the average transmission rate is based on how fast the TCP drained the packets from its connection send buffer and TCP drain its connection send buffer only when it receives an acknowledgement from the other end but as a future work, it is planned to incorporate the TCP receive buffer size, receiving rate in a BAS and receiving rate of application in the model so that the effects of noisy links and slow receiving rate of applications could be predicted.
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